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Monitoring of poverty and shared prosperity
(assuming a linear model)

e Data generation process (a linear model)
e; = XL*:B + U;
Di=1ifel-<Z (1)

e Poverty headcount rate = Average(D;)

 Shared Prosperity index = Average(e;) if e;<40" percentile



Poverty projection

 Collecting household expenditure data (e;) is very time-consuming
and costly

* Instead, we try to project poverty rates by imputing household
expenditures from non-expenditure data (Xi)

e; =X; [ +tuy

e Using the imputed expenditures, we estimate poverty rates and
shared prosperity index

e Accuracy of the imputed expenditures is critical for estimation of
poverty and shared prosperity indices



Machine Learning (ML) for poverty
projections

ML is becoming very popular in the field of development as well
(especially among development practitioners)

* ML is a useful approach for predicting any indicators that are very
costly to estimate directly

ML is now used for poverty projections; but there are many possible
pitfalls



Machine learning techniques (LASSO; RIDGE;

Elastic Net)

e Since Elastic Net (EN) is a nested model of LASSO and RIDGE, we show
only EN’s optimization

* EN follows the two stage optimization process

1. B\, Ap) = argming Yot (et — X2'B)% + A TX_1(Bi)? + Ao XKL, 1Bk
2. miny ., Y12, (€2 — X2 B, A,))?

where {(e}, X})}i2, are training data and {(e?, X?)},.%, are testing data



Notes

A, = 0)

e If training data = testing data, OLS is optimal

e |f OLS is not selected, absolute values of coefficients are smaller than
OLS estimates — called “Shrinkage”

* ML produces predicted values: é; = Xi',BEN



Issues of ML

e MIL — use of predicted values only — potentially large bias in poverty
rates

é\i — Xi’,BEN



Bias due to the use of ML predictor

/ N\

If ML predictor is used for estimating poverty rates, the estimates are usually biased heavily




Uganda Rural

2009 data — Training
2012 data — Testing

Comparison between Different Methods

—— Original

Stepwise+MI(SWIFT)

Post Elastic Net

Elastic Net

Random Forest
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Possible solutions — Combining Multiple
mputations (Ml) with ML

* Ml — Adding error terms on predicted values
e = Xip +1;
* In the World Bank, we have multiple options to combine M| with ML

e Differences are:
(i) how to select variables (X;)
(i) how to estimate coefficients (f5)
(iii) how to draw error terms (u;)



e All approaches combines ML with Ml

e Post EN — First select variables by EN
and run Ml for simulating household
expenditures with OLS coefficients

Some SWIFT (stepwise + M) — Select
variables with statistical significance
p o pOseC and run Ml for simulating household

expenditures with OLS coefficients

) p p rodches in EN in MI — Select variables by EN and
th e V\/O f d Ba N k run Ml for simulating household

expenditures with EN coefficients

RF in M| — Select dummies and
coefficients by RF and draw errors
randomly




Rural Uganda (2009 — training data; 2012 —
testing data)



Comparison between Different Methods

5 - —— Qriginal
—— Stepwise+MI(SWIFT)
— Post Elastic Net |
@ - IR Elastin Net in M|
—— Random Forest in Ml

8 9 10 11 12 13 14




wn
3
(=]

PO OOOOO o
Q ¢ fa)
O . %0590 .7““:3:’0\
The difference between true and F®
o 5000
estimated poverty rate when the g °° -
. %0
. . . ) 08
poverty line is 1-100 quantile /c_f %
o] IO O\@
o ‘o
2 o
= [ .9 g
& oooo o g /O ‘Gi
o 00’00 e ° 000000'9000000 o | 0 6\
-0;800 oY o OOO /gaae'8§00§0 . " VSRR O\
go"::a’ @§@08°°°o°._g@@goggeago@c,gSUo 000g888°  pe .,9§g§§@§@c§888883 88@8.68 oo°°00° 000:\@
o 88,808°° ¢ : , 5050, 06680" 665" 3A"5695  G8° 50e0g 5
s oo ' ' Re 6888580080
a Of
\g) 0/
o, /
\0 /O
3 ; X
8 - o\o_ OOI
K "8 g & ——  Stepwise+MI(SWIFT)
* : 0 /
o § o] . .
LTS / — Post Elastic Net
\ ‘ OGe o
" "o J ~———  Elastic Netin MI
‘CTS N 010‘ 5 ’oo
%08 Yogtigy ~ RandomForest in Ml
‘00
—— Elastic Net
© —— Random Forest
5 4
T I I I T

0 20 40 60 80 100



Average and Maximum bias of the poverty rate
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Rural Romania (2009 — Training data; 2012 —
Testing data)
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Further modifications — additional variable
selections

Number of variables

e Both EN in Ml and RF in MI work well but they

might need lots of variables Rural Rural
Approach _
Uganda Romania
* EN in MI with statistical significance tests (Reduced
EN in MI) — After selecting variables by EN, drop Total # vars 2> /0
variafbles whoss,; coefficients are not statistically SWIFT 31 39
S nificant at
Sieniticant at =7 Post EN 41 51
e RFin Ml with variable importance tests (Reduced RF EN in Ml 55 /0
in MI) — After selecting dummies (or variables) by RF, :
drop variables whose variable importance is low RF in Ml 35 /0
Reduced EN
. . _ . _ 20 24
* In this way, the final variable set is manageable in Ml

but the performance of projections is still good
Re‘?“&‘j RF 100r20  100r20
in
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Random Forest in M| with variable selection
Rural Uganda 2009 to 2012
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Elastic Net in MI with variable selection (Rural
Romania 2011 to 2012
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Elastic Net in M| with variable selection (Rural
Romania 2009 to 2012)
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Effect of the size of training data
on the performance
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Rural Romania 2011 to 2012
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Effect of the strong collinearity on
the performance
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Rural Romania 2009 to 2012
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Summary of assessments

Variable # of .. Error i Multi- Small
Approaches , _ Coefficients Bias . .
selection variables terms collinearity samples
EN EN large EN None large
RF RF large RF/OLS None large
Stepwise+MI Stepwise  small OLS Ml small weak Fair
Post EN EN small OLS Ml small weak Fair
ENin Mi EN large EN MI small
RF in Ml RF large RF/OLS M| small
Reduced EN in Ml EN small EN Ml small Robust weak
Reduced RF in Ml RF small RF/OLS M small Fair Fair




Next steps

e Evaluate all approaches with their performance in estimating the
shared prosperity index

 How to identify good approaches from training data only

* Theoretical evaluation of each approach (stepwise + Ml; Post EN;
Reduced EN in Ml; and Reduced RF in Ml)

 More details on Random Forest (RF)



