
An empirical comparison of 
machine learning classification 
algorithms 
&

Topic Modeling 
A quick look at 145,000 World Bank documents

Olivier Dupriez, Development Data Group
Slides prepared for DEC Policy Research Talk, February 27, 2018



The 2014 call for a Data Revolution 

•Use data differently (innovate)
• New tools and methods  A 

comparative assessment of 
machine learning algorithms

•Use different data (big data, …)
• Text as data  Topic modeling 

applied to the World Bank 
Documents and Reports corpus



An empirical comparison of 
machine learning classification 
algorithms applied to poverty 

prediction 

A Knowledge for Change Program (KCP) project



Documenting use and performance

• Many machine learning algorithms available for classification

• We document the use and performance of selected algorithms

• Application: prediction of household poverty status (poor/non-
poor) using easy-to-collect survey variables
• Focus on the tools  use “traditional” data (household surveys)
• Not a new idea (SWIFT surveys, proxy means testing, survey-to-survey 

imputation, poverty scorecards; most rely on regression models)

• Possible use cases: targeting; simpler/cheaper poverty surveys 



Key question

NOT 

“What is the best algorithm for predicting 
[poverty]?”

BUT 

“How can we get the most useful [poverty] 
prediction for a specific purpose?”



Approach

1. Apply 10 “out-of-the-box” classification algorithms
• Malawi IHS 2010 – Balanced classes (52% poor ; 12,271 hhlds)

• Indonesia SUSENAS 2012 - Unbalanced classes (11% poor ; 71,138 hhlds)

• Data: mostly qualitative variables, including dummies on consumption (hhld
consumed [item] – Yes/No). Did not try to complement with other data.

2. Challenge the crowd: data science competition to predict poverty 
status for 3 countries (including MWI)

3. Challenge experts to build the best model for IDN, with no 
constraint on method

4. Apply automated Machine Learning on IDN 



Reproducible and re-purposable output 

Jupyter
notebooks

 Reproducible 
script, output, 
and comments 
all in one file

http://jupyter.org/


Multiple metrics used to assess performance
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Area under the ROC curve (AUC)

• Plot the true and false positive 

rates for every possible 

classification threshold

• A perfect model has a curve 

that passes through the upper 

left corner (AUC = 1)

• The diagonal represents 

random guessing (AUC = 0.5)
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http://www.dataschool.io/roc-curves-and-auc-explained/

http://www.dataschool.io/roc-curves-and-auc-explained/


10 out-of-the-box classification algorithms

With scaling, boosting, over- or under-sampling as relevant
Implemented in Python; scikit-learn for all except XGBoost

http://scikit-learn.org/stable/
https://github.com/dmlc/xgboost


Results - Out-of-the-box algorithms (MWI)

Algorithm (no feature engineering)
(Results for selected models)

Accuracy Recall Precision f1
Cross 

entropy
ROC 
AUC

Cohen 
Kappa

Mean 
rank

Support Vector Machine (SVM) CV 0.874 0.894 0.878 0.886 0.287 0.949 0.758 5.000

Multilayer Perceptron CV 0.871 0.895 0.874 0.884 0.278 0.952 0.752 6.125

XGBoost selected features 0.872 0.892 0.877 0.884 0.289 0.949 0.754 7.375

SVM CV Isotonic 0.871 0.891 0.876 0.883 0.288 0.949 0.754 7.625

Logistic Regression – Weighted 0.873 0.892 0.879 0.885 0.301 0.944 0.734 7.750

XGBoost, all features CV 0.869 0.894 0.870 0.882 0.296 0.948 0.751 9.125

SVM Full 0.864 0.886 0.868 0.877 0.298 0.945 0.733 10.625

Logistic Regression Full 0.874 0.870 0.854 0.862 0.288 0.949 0.746 12.750

Random Forest, Adaboost 0.866 0.878 0.878 0.878 0.580 0.947 0.744 13.000

Decision Trees, Adaboost 0.866 0.878 0.878 0.878 0.353 0.941 0.737 13.000

No clear winner (best performer has a mean rank of 5) 



Results - Out-of-the-box algorithms (IDN)

No clear winner ; logistic regression again performs well 
on accuracy measure

Algorithm
(Results for selected models)

Accuracy Recall Precision f1
Cross 

entropy
ROC AUC

Cohen 
Kappa

Mean 
rank

Logistic Regression 0.910 0.456 0.662 0.540 0.213 0.923 0.483 3.25

Multilayer Perceptron 0.909 0.543 0.619 0.579 0.496 0.923 0.548 4

Linear Discriminant Analysis 0.906 0.405 0.648 0.499 0.231 0.912 0.457 5

Support Vector Machine 0.902 0.208 0.782 0.329 0.204 0.932 0.312 5.125

K Nearest Neighbors 0.904 0.372 0.647 0.472 0.541 0.865 0.423 6.5

XGBoost 0.898 0.184 0.743 0.295 0.224 0.917 0.285 6.625

Naïve Bayes 0.807 0.603 0.322 0.420 1.893 0.828 0.238 7.25

Decision Trees 0.859 0.392 0.390 0.391 4.870 0.656 0.306 7.875

Random Forest 0.892 0.107 0.729 0.187 0.592 0.832 0.210 8

Deep Learning 0.884 0.000 0.000 0.000 0.349 0.896 0.000 9.5



Results – Predicted poverty rate (IDN)

Logistic regression -3.1%

Multilayer perceptron -0.4%

Support vector machine -8.2%

Decision trees 0.0%

Random forest -3.5%

Not a very good model, 
but achieves quasi-
perfect prediction of the 
poverty headcount (false 
positives and false 
negatives compensate 
each other)

 A good poverty rate prediction is not a guarantee 
of a good poverty profile

Difference between predicted and measured poverty rate 

Estimated on full dataset



Ensembling (IDN)

• Diversity of perspectives almost 
always leads to better 
performance

• 70% of the households were 
correctly classified by every one 
of the top 20 models

• 78% of poor households were 
misclassified by at least one 
model

• We take advantage of this 
heterogeneity in predictions by 
creating an ensemble

Inter-model agreement for misclassifications (IDN)

Fraction of top 20 models in error



Results: soft voting (top 10 models, IDN)

Major improvement in recall measure, but low precision
Error on poverty rate : +8.9%

(Max was 0.6)



Can the crowd do better? 

• Data science competition on 
DrivenData platform

• Challenge: predict household 
poverty status for 3 countries 
(including MWI)

https://www.drivendata.org/


Data science competition - Participation

As of February 22 Number

Unique submissions 4,525

Individuals signed-up 2,081

Individuals submitted 479

Distribution of registered participants by nationality (for those who provided this information at registration)



Results (so far) on MWI

Slightly better than the best of 10 algorithms

Good results on all metrics

Score



Experts – Advanced search for a solution (IDN)

• Intuition: a click-through rate (CTR) model developed for Google 
Play Store’s recommender system could be a good option
• High dimensional datasets of primarily binary features; binary label 

• Combines the strengths of wide and deep neural networks

• But requires a priori decision of which interaction terms the 
model will consider  impractical (too many features to consider 
interaction between all possible pairs)

• Solution: Deep Factorization Machine (DeepFM) by Guo et al.
applied to IDN 

https://arxiv.org/abs/1606.07792
https://arxiv.org/abs/1703.04247


Automated Machine Learning (AutoML)

• Goal: let non-experts build prediction models, and make 
model fitting less tedious

• Let the machine build the best possible “pipeline” of pre-
processing, feature (=predictor) construction and selection, 
model selection, and parameter optimization

• Using TPOT, an open source python framework

• Not brute force: optimization by genetic programming

• Starts with 100 randomly generated pipelines; select the top 
20; mutate each into 5 offspring (new generation); repeat

https://automl.info/tpot/


Automated Machine Learning - TPOT

https://github.com/EpistasisLab/tpot

https://github.com/EpistasisLab/tpot


Automated Machine Learning applied to IDN

• A few lines of code, but a computationally intensive process 
(thousands of models are tested) 

• ~2 days on a 32-processors server (200 generations)

• TPOT returns a python script that implements the best 
pipeline 
• IDN  6 pre-processing steps including some non-standard ones 

(creation of synthetic features), then XGBoost (models assessed on 
f1 measure)

• A counter-intuitive pipeline; it works, but not clear why



Results: DeepFM, TPOT, and some others (IDN)

Algorithm Accuracy Recall Precision f1
Cross 

entropy
ROC 
AUC

Cohen 
Kappa

Mean 
rank

DeepFM 0.932 0.549 0.648 0.594 0.163 0.943 0.558 3.571

xgb_full_undersample_cv 0.833 0.893 0.400 0.552 0.376 0.932 0.448 4.143

lr_full_oversample_cv 0.853 0.838 0.431 0.569 0.347 0.926 0.471 4.714

nb_full_undersample_cv_isotonic 0.820 0.913 0.383 0.539 0.402 0.932 0.434 5.714

svm_full_undersample_cv 0.815 0.928 0.377 0.536 0.402 0.933 0.435 5.857

mlp_full_undersample_cv 0.819 0.904 0.380 0.535 0.391 0.930 0.434 6.714

rf_full_undersample_cv_ada 0.823 0.907 0.386 0.542 0.530 0.931 0.429 6.857

lr_l1_feats_oversample_cv 0.831 0.843 0.393 0.536 0.383 0.915 0.408 7.286

TPOT 0.917 0.690 0.531 0.600 0.622 0.815 0.555 7.571

lda_full_oversample_cv 0.814 0.887 0.372 0.524 0.425 0.922 0.408 9.286

• DeepFM is the best model on many metrics, but with an issue on recall

• TPOT is the best performer on f1 and does well on accuracy, but overall it is 
far from the top performing models



DeepFM and TPOT – Confusion matrices

DeepFM TPOT



Next steps

• Analysis of misclassifications

• Test robustness over time

• Assess impact of sample size

• Expand to regression 
algorithms 
• Complement existing and 

ongoing research

SVM model for Bangladesh 2010

PL

Distribution of predictions around the poverty line



Some takeaways

• ML provides a powerful set of tools for classification/prediction
• Predicting poverty rates is challenging (we need better predictors more than we 

need better tools)

• Results should always be reported using multiple quality metrics
• Different performance metrics are appropriate for different purposes
• Good model = model “fit for purpose”
• Quality has multiple dimensions (predictive performance, computational 

constraints, interpretability, and ease of deployment/maintenance/updating)

• Openness and full reproducibility must be the rule
• Open data when we can ; open source software preferably ; open scripts always  
• Documented scripts published in GitHub (Jupyter Notebooks, R Markdown) 
• Need a metadata standard for cataloguing, and to foster meta-learning 



Topic Modeling 
A quick look at 145,000 World 

Bank documents



Improving data (and document) discoverability

• Our data discovery solutions 
are not optimal

• E.g., searching “inequality” in 
the WB Microdata Library only 
returns 17 surveys

• Reason: relies on full-text 
search on survey metadata
• “Inequality” not in survey 

metadata 

• One solution: mine the  
analytical output of surveys 
(70,000+ citations)



Improving data (and document) discoverability

• What we want:
• Fully automatic extraction of topics covered in these documents

• An open source solution which does not require a pre-defined taxonomy (not 
a topic tagging system)

• One solution: Latent Dirichlet Allocation (LDA) algorithm 
• LDA topics are lists of keywords likely to co-occur

• User-defined parameter for the model: number of topics 

• Before applying it to survey citations, we tested it on the WB 
Documents and Reports - a well curated collection of > 200,000 
documents openly accessible through an API

http://www.jmlr.org/papers/volume3/blei03a/blei03a.pdf
http://documents.worldbank.org/curated/en/home


Preparing data

• Text is 
unstructured, 
sometimes messy 
data

•A “cleaning” 
process is 
required



• We clean the text files (Python, NLTK library)
• Detect language; keep document if > 98% in English
• Lemmatization (convert words to their dictionary form)
• Remove numbers, special characters, and punctuation
• Remove words that are not in the English Dictionary
• Remove stop-words (“and”, “or”, “the”, “if”, etc.)

• We obtain a clean corpus (145,000 docs ; ~ 800 million words)
• Generate a “bag of words” (documents/terms matrix)

• We run the LDA model (Mallet package)
• Output published in a topic browser (adapted from dfr-browser)   

Preparing data - Procedures

https://www.nltk.org/
http://mallet.cs.umass.edu/
https://agoldst.github.io/dfr-browser/










Analysis: differences across regions
1980 – 2017

climate, 
change, 
adaptation, 
increase, 
impact, 
resilience, 
risk, 
water, 
vulnerability

AFR

EAP

ECA

LAC

MENA

SAR



climate, 
change, 
adaptation, 
increase, 
impact, 
resilience, 
risk, 
water, 
vulnerability

Analysis: differences across document types

Project documents

Publications & Research



technology, 
innovation, 
new, 
development, 
knowledge, 
market, 
economy, 
competitiveness

Analysis: differences across document types

Project documents

Publications & Research



migration, 
migrant, 
remittance, 
international, 
home, 
return, 
diaspora

Analysis: differences across document types

Project documents

Publications & Research



land, 
resettlement, 
compensation, 
affected, 
policy, 
area, 
community

Analysis: differences across document types

Project documents

Publications & Research



Finding documents based on topic composition

1 Model and methods for estimating the number of people living in extreme poverty because of the 
direct impacts of natural disasters

2 The Varying Income Effects of Weather Variation - Initial Insights from Rural Vietnam
3 Weathering storms : understanding the impact of natural disasters on the poor in Central America
4 The exposure, vulnerability, and ability to respond of poor households to recurrent floods in Mumbai
5  Climate and disaster resilience of greater Dhaka area : a micro level analysis
6 Why resilience matters - the poverty impacts of disasters
7 The poverty impact of climate change in Mexico

http://documents.worldbank.org/curated/en/836301478979358386/pdf/WPS7887.pdf
http://documents.worldbank.org/curated/en/791481469461988858/pdf/WPS7764.pdf
http://documents.worldbank.org/curated/en/254391467993466399/pdf/WPS7692.pdf
http://documents.worldbank.org/curated/en/418931467991989631/pdf/WPS7481.pdf
http://documents.worldbank.org/curated/en/481741467990959868/pdf/101066-NWP-PUBLIC-disclose-on-11-23-15-Box393257B.pdf
http://documents.worldbank.org/curated/en/613071468159301542/pdf/WPS6699.pdf
http://documents.worldbank.org/curated/en/737741468278743350/pdf/WPS6461.pdf


Finding closest neighbors

Upload or select a document, and find the N closest neighbors, e.g.: 

Monga, C. 2009. Uncivil societies - a theory of sociopolitical change

Inclusion matters : the foundation for shared prosperity

Representational models and democratic transitions in fragile and post-conflict states

How and why does history matter for development policy ?

Somalia and the horn of Africa

Limited access orders in the developing world :a new approach to the problems of development

Intersubjective meaning and collective action in 'fragile' societies : theory, evidence and policy implications

Equilibrium fictions : a cognitive approach to societal rigidity

The new political economy : positive economics and negative politics

The politics of the South : part of the Sri Lanka strategic conflict assessment 2005 (2000-2005)

Civil society, civic engagement, and peacebuilding

Top 10

http://documents.worldbank.org/curated/en/228941468162850862/pdf/WPS4942.pdf
http://documents.worldbank.org/curated/en/533121467991905808/pdf/99894-BRI-P128554-PUBLIC-Box393209B-ENGLISH-Flagship-AM.pdf
http://documents.worldbank.org/curated/en/822721468155707154/pdf/620110WP0Repre0BOX0361475B00PUBLIC0.pdf
http://documents.worldbank.org/curated/en/615441468157519136/pdf/WPS5425.pdf
http://documents.worldbank.org/curated/en/494981468303085454/pdf/632040WP00WDR0009B0Somalia00PUBLIC0.pdf
http://documents.worldbank.org/curated/en/906591468315558892/pdf/WPS4359.pdf
http://documents.worldbank.org/curated/en/844611468330332022/pdf/WPS5707.pdf
http://documents.worldbank.org/curated/en/324781468339913933/pdf/WPS5219.pdf
http://documents.worldbank.org/curated/en/905601468739316251/pdf/multi-page.pdf
http://documents.worldbank.org/curated/en/405381468335538202/pdf/630560WP0Polit00Box0361499B0PUBLIC0.pdf


Expanding the corpus (not yet implemented)

A fully automated system collects documents from WB and other 
organizations, “cleans” them, extract topics, and update the browser 
and search UI

Web scraping (cron job; e.g. weekly run)

Process documents and infer topics

Publish in browser / search interface

http://wbes2474.worldbank.org/dfr/

